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ABSTRACT. An important requirement for th8pace Interferometry Mission (M) is to carry out precision
astrometry in crowded fields. This capability is crucial, for example, to accurately measure proper motions of
bright stars in nearby galaxies. From such measurements, one can obtain distance estimates, explore the dynamics
of these systems, and measure the mass of the Milky Way itself. In this paper, we investigate errors introduced
by confusion, i.e., the presence of objects other than the targeted star $WMhigeld of view (FOV). Using
existingHubble Space Telescope images of fields in M31, the LMC, and the Galaxy, we simulate the background
within the M FOV and estimate the errors in the measured position of the target star. Our simulations account
for the error contribution from photon statistics. We also study the effects of pointing imperfections when a field

is revisited, which result in errors in the measured proper motion. We use the simulations to explore the
measurement accuracy of seve®d¥l key programs that will require crowded field astrometry. In M31, the error

in the absolute position of the targets could be significant for all but the brightest targets. Our results also indicate
that, in the case of the brightest targets in M31 and for all likely target magnitudes in the other cases, confusion-
induced proper-motion errors are well within tBEM requirements. However, targets that vary in flux between
measurements can be susceptible to enhanced proper-motion errors. We also find that, for an on-source integration
time of 1 hr, photon noise is larger than or of comparable magnitude to the confusion-induced position error for
bright targets and dominates over proper-motion error in most cases.

1. INTRODUCTION projects. These fields cover a fairly wide range in the degree of

TheSpace Interferometry Mission (SM) will allow astrometric ~ crowding, from the densely populated M31 disk through the
measurements that are several hundred times more accurate thaRoderately crowded LMC to a sparsely populated field in the
currently possible at optical wavelengths (ekgipparcos; Per- bulge of our Galaxy. The_results of this paper thus shoul_d be
ryman et al. 1997). The key to this giant leap in precision lies USful for mos8IM key projects to gauge the effect of crowding
in exploiting the remarkable wave front stability in space via °n the astrometric accuracy of the respective measurements.
optical interferometrySIM promises to achieve microarcse- | "€ term “confusion” is most commonly used in connection
cond accuracy for astrometry on objects as faintrass 20 with the accurate measurement of targeflitude and has a

At these faint levels, the presence of even fainter stars inside/lCh history in the context of the determination of the
the astrometric field of view (FOV) is likely to perturb the |09 N-10g S’ source countrelation in radio astronomy and the
astrometric measurements. Such “confusion” errors could limit @PPlication of radio source counts to cosmol8gaint sources
the astrometric accuracy achievable WM. Some examples N the background that are within the FOV of the telescope
for SM key projectd that are likely to be affected by the (|..e., in the “peam") are a source of noise that does .not reduce
presence of additional “background” objects are (1) the deter- with further |r_1tegrat|on. Their contribution to the estimates of
mination of distances and ages of globular clusters; (2) massSOUrce amplitude has by now been thoroughly understood
estimates for stars and dark objects such as stellar remnantdScheuer 1957; Condon 1974; Franceschini 1982). Confusion
brown dwarfs, and planets via astrometric microlensing; and €Ors in astrometry from imaging surveys have also been a
(3) dynamical studies of external galaxies. subject of interest of late (Hogg 2001).

In this paper, we explore the effects of confusion on typical !N the case of astrometry witlM, although the source of
SM astrometric measurements. More specifically, we model athe noise is still faint background sources within the FOV, we

number of target fields that we expect to be typical for the above &€ especially concerned with the effects of this confusion on
the targetposition, taken in the context of an interferometric

measurement of fringe phase. We investigate the role that in-

* Affiliated with the Astrophysics Division, Space Science Department,
European Space Agency.

2 For a summary of the recently select8idVl key projects, see 3 Mills (1984) has given an interesting retrospective of the controversy
http://sim.jpl.nasa.gov/ao_support/ ao_abstracts.html. between the Australian and Cambridge results on this subject in the 1950s.
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can directly be translated to an angle in the sky between the
two objects, projected perpendicular to the baseline orientation.
The measurement is done for two mutually perpendicular ori-
entations of theSM baseline, thereby yielding the true angle
between the reference and target sources. The orientation of
the baseline in a reference frame is determined by observing
selected “grid” stars, and “guide” stars are used to maintain
the attitude of the spacecraft to the high accuracy required.

Finding the position of the delay line for a white-light fringe
is the basis of astrometry witBM. This in turn involves mea-
suring the phase or position of the fringe pattern accurately.
At least three sources of error can occur: (1) the source structure
itself can change over the course of a measurement or between

FiG. 1.—Schemat_ic clarifying the phas_or notation for our confusion model. measurements: (2) objects in the FOV other than the target star
The target phasds lies along the real axis (reference phase set to zero). The . . e .
random sum of the confusing sources (denoted by the small-amplitude phasorscan add to the fringe pattgm, which leads to a mOdlfled fringe
at the tip ofS) perturbs the phase measurement $oiThe resultanR has phase and thus to errors in the measured position of the star;
phaseg (the position error). On a subsequent visit to the same field, pointing and (3) errors in the pointing of the siderostats can alter the
errors can re;ultin a slightly different phag#) for the resultantR), causing FOV (for repeated visits to the target) and hence the back-
a proper-motion error. ground sources included in the FOV. This causes errors in the

measured relative position of the target between visits, which
strumental parameters such as the FOV, the system bandwidthieflects as a proper-motion error. In this paper, we address the
and the repeatability of the aperture repointing play in the latter two sources of error in detail. We also comment briefly
confusion error. The prominent role that interferometric tech- on the first source of error, namely, proper-motion error induced
nigues are likely to play in future space-based astronomy servediy the source varying in flux, a situation that might be of
as ample motivation for this study. concern, e.g., in microlensing studies.

The primary advantage of astrometry from space over In§ 2 we pesentan analytical approach that provides a simple
ground-based interferometric methods is that atmospheric tur-mathematical description for confusion errors and a way of ar-
bulence is avoided. Space-based interferometers are essentiallyving at a first estimate for the magnitude and scaling for such
phase-stable instruments. Phase referencing within a fairly nar-errors. Section 3 describes the various steps involved in the
row FOV can be used to overcome some of the atmosphere-numerical simulations we have carried out to determine these
induced errors from the ground, but this is limited to narrow errors accurately. We present the results of these simulations for
angle astrometry. Phase referencing using a star in the FOVthe specific fields we have considered in 88 4 and 5. Section 6
also imposes sensitivity limits on ground-based interferometers.is a brief summary.

Low surface brightness or extended objects are difficult targets

for fringe phase tracking from the ground. Space interferometry 2. CONFUSION ERRORS IN INTERFEROMETRIC
therefore offers a big advantage for wide-angle astrometry and ASTROMETRY

can reach fainter objects than is possible from the ground. For  qnq,si0n in the present context is the error introduced into
example, the Navy Prototype Optical Interferometer (NPOL, 6 fringe phase of a fairly strong signal (the target star) when
Armstrong et al. 1998) will achieve milliarcsecond accuracy superposed on a set of fringes from weaker, randomly distrib-

for wide-angle astrometry from the ground using 35 cm ap- teq sources (the background stars in the FOV). Phasor notation
ertures and baseline lengths of 19-383M promises micro- g el suited to depict the fringe amplitude and phase (the

arcsecond accuracy with similar aperture sizes and shorter basesmplex-valued fringe visibility) in this case (e.g., Ryle 1959).
lines (up to~12 m). The limiting magnitude for NPOI is  1he errors in the measured fringe phase f@M astrometric
expected to be of the order af, = 7 as compared with the eaqurement in a crowded field can be derived from the well-
SIM limiting magnitude ofm, ~ 20 . , defined statistical properties of the sum of a strong constant
A tutorial covering the basics of astrometry wiiM can  yasor plus a weak random phasor sum (Goodman 1985). A
be found in Shao & Baron (1999). Briefl§M uses interfer-  gchematic representation is given in Figure 1. For a noiseless
ometry to measure the angle between two stars. The positiony,easurement, the fringe visibility of a source at the phase center
of a delay line that results in a “white-light” or zero—path- ot he FOV is represented by a phasor of amplitSéed phase
difference fringe is measured to a precisions@f.1 nm (Cor- ;o104 e lying on the real axis. Background sources perturb

responding to a few microarcseconds in the sky) oef@ence e fringe phase and are represented by the small-amplitude,
star. The basic astrometric observable is the relative position

of the delay line with respect to this “fiducial” when a white-
light fringe is obtained on théarget star. This measurement *This is the reference phase and can be set to zero without loss of generality.

Im
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random-phase phasors at the tip of the strong phasor. The locfringe as they are moved farther away from the line perpen-
(for different realizations) of the tip of the phasor sum of the dicular to the baseline orientation. In order to account for these
background are the circles that form a noise “cloud.” The phaseeffects, we have simulated typicalM fields and numerically

of the resultanR is now ¢. The interferometric fringe phase estimated the total astrometry error from confusion and photon

¢ for a given baselin® and wavelength\ is given by noise with bandwidth decorrelation taken into consideration.
In the absence of detailed information on detector character-
_ 27Bsiné (1) istics, we have not modeled read noise or other similar sources
- N ' of error. The rest of this paper describes these simulations and

their results. In an earlier study, we have estimated both position
where § is the angular distance of the source from the line and proper-motion errors using the statistical results described
perpendicular to the baseline orientation. It follows that the rms above for the specific example of M31 (Rajagopal, Allen, &
value for ¢ represents the error in phase and hence in the Boker 1999). The earlier results are consistent with those
measured positiord) of the target. In the case of background achieved with the full simulation described here.
sources that are weak compared with the target star, it can be
seen from Figure 1 that is primarily decided by the imaginary 3. THE SIMULATIONS
part,Im (R), of the random phasor sum. On a subsequent visit - L :
to the field, a slightly different set of background sources con- . A pre_reqU|S|te for estimating errors from confusion _effects
tribute to the random sum because of pointing errors, and the'S tO build a model of the sky as seen at ﬁM resoluuqn.
total resultant is now denoted by the dotted lif®),(with a Our model of the background seen in a typi€ll FOV is

phasep’. The differencey’ — ¢ represents the error in measured :)hased hotr;]Hu\?\%e %afg I'Dl'lelesctope grchwal Izm?/gli; égke_rl‘_h
proper motion between the two visits. Here again it is the roug € vvide rie anetary Camera 2 ( ). The

imaginary part of the difference between the random sums resolution afforded by théiST images is important to model
Im (R’ — R), which dominates the error. "the changes in the background structure accuratelySfir
The posi’tion and proper-motion error caused by confusion pointing errors, W.hiCh are of the ord_er of a few .tens of ”.‘““‘
alone can be analytically estimated from the statistics of the arcseconds. In this section, we detail the steps involved in the
random phasor sum involved. We can estimate the Standardsimulation. We account for the effects of the point-spread func-

o . . tion (PSF) of the siderostats, size of the field stop, and the
f the ph Fig. 1) of a f h
?;é'::lggffrgrﬁ phase (in Fig. 1) of a fringe produced by the bandwidth used. We chose the fields to be typical examples

for the kind of targets tha8M is likely to study extensively,
o(d) = VE(X)I(2S?) rad, @) and we discuss each example in detail in 8§ 4 and 5.

The simulation involves the following basic procedure.
whereX; are the intensities of the background sources (the am- 1. Inapproximating th&M FOV, we assume that the astro-
plitudes of the weak random phasors) & the target star  metry measurements are carried out using a baseline of
intensity (the strong constant phasor; Goodman 1985). This10 m. Using theHST image to constrain the total flux in the
guantity is the confusion error in the position of a source in a SM FOV, a model sky field at the resolution afforded by this
crowded field. The error in proper motio$y— ¢  in Fig. 1) due baseline £10 mas at a wavelength of 600 nm) is constructed.
to pointing inaccuracies is given by the ratin(R' — R/S  and An area large enough to accommodate the effe@iié FOV
scales inversely as the target intensity. Equation (2) shows thatis chosen at random on thé¢ST image. The simulated FOV
the position erroro(¢) also scales inversely with the target is constructed with 5 mas pixels (assuming Nyquist sampling
intensity S. for M), and the total flux is redistributed in this field among

The above description provides a simplified picture for the stars randomly drawn from a luminosity function (LF). For all
nature of confusion in interferometric astrometry. In practice, our sample fields, we have used the LF for the solar neigh-
the situation is more complicated because of photon noise con-borhood from Yoshii, Ishida, & Stobie (1987) with appropriate
tributions and effects of the finite bandwidth. The finite band- limits, which are specified in the discussion for each field. Each
width efffectively reduces the FOV. Sources at larger angular star is then put down aségfunction at random positions within
distances from the line perpendicular to the baseline orientationthat FOV. TheSM astrometry measurement is simulated for
suffer larger decoherence. To clarify, recall that equation (1) a number of such locations.
gives the interferometric phase for a single wavelengtRor 2. Once the background has been modeled as se@Mat
a finite band, the amplitude of each of the random phasors inresolution, the next step involves calculating how each of these
Figure 1 results from vector-adding all the phasors correspond-sources contributes to the measured fringe amplitude and phase.
ing to each wavelength in the band. This results in a reduction There are three parameters that define the relative strengths of
of the amplitude, an effect that is larger for phasors with larger their contributions: the PSF of the individudIM siderostats,
phase angles, i.e., sources at larger distances from zero delayhe size of the field stop in the optical path, and the bandwidth
In essence, this is the “delay beam,” which progressively de- decorrelation effect. While the first two affect the total number
creases the contribution of background sources to the resultanbf photons available from a source depending on its position
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in the FOV, the third modulates the coherence of the light from which is introduced into the FOV at the phase center (and
a source, thereby affecting its contribution to the fringe pattern therefore expected to have zero phase). By simulating the mea-
without changing its photon flux. To account for the siderostat surement at a number of different locations (100 in this case)
PSF and the field stop, we multiply the FOV by a function on the image and measuring the spread of values for the mea-
obtained from the convolution of the Airy disk (at the center sured phase, we can estimate this error. In the absence of photon
wavelength) of the siderostats with the field stop function. This noise, this corresponds to the position error for the target be-
function is centered on the FOV. The actual area of the imagecause of confusion from background objects.
considered is greater than the FOV to account for contributions 7. For a proper-motion measurement, the same field is visited
from sources beyond the edges of the field that “leak” in be- more than once and changes in the position of the target are
cause of diffraction effects. The PSF is calculated for a sid- measured. For each visit, the FOV will be slightly different
erostat diameter of 30 cm (the currently expected size for the because of pointing errors. The relative change in the phase of
SIM apertures). The field stop shape has as yet not been decidedhe measured fringe (because of the different distribution of back-
and we have assumed a square stop. ground sources) manifests as an error in the measured proper
3. We discuss the effects of bandwidth decorrelation (the motion. To simulate this error, steps 1-4 are done, anchérge
delay beam) for bands of 12 and 400 nm centered at the WFPC2n phase A¢) of the 10 m Fourier component as the FOV is
filter center. The expected total bandpassSiM is ~400 nm shifted by a small amount is measured. This is repeated at each
(from 500 to 900 nm), with the fringes dispersed into individual location for a range of values for the pointing error, and the
channels of width~6 nm. Hence, the lower value we have spread in the values @¢ is computed as the estimate for error
used is appropriate for summing two channels, whereas thein proper motion because of pointing errors in a crowded field.
higher one is applicable when most of the channels are co-The shifts are carried out in the direction perpendicular to the
added. Binning channels to estimate the fringe phase is donedelay beam orientation. This is the direction in which the max-
postobservation, and these two cases correspond to the twdmum change in background is expected and provides a worst-
limits for the number of channels added together. The location case estimate of confusion-induced proper-motion errors.
of the center of the delay beam on the sky is decided by the
positioning of the delay line. The nominal value for the error 3.1. Important Instrument Parameters
in delay line position is~10 nm, which corresponds to roughly
2% of the fringe width at the shortest wavelength. We neglect
this source of error in the simulations; i.e., the position of the
delay beam is considered stable and only the FOV is “jittered”  Basgline length.—We have used a baseline length of 10 m
to account for pointing errors. The delay beam corresponds tofqr || results quoted here.
a strip in the sky perpendicular to the given baseline orientation.  pmirror size—The siderostat diameter assumed is 30 cm.
Its profile is given by the Fourier transform of the bandpass  Throughput.—We have assumed an overall throughput of
function. Here we assume a rectangular bandpass. The decory 3.
relation is implemented by simply vector averaging the visibility  Fjeld stop size—The field stop diameter (or side for a square
values at thel(, ») coordinates corresponding to the 10 m base- sigp) is expected to be in the range é8@the FWHM of the
line at the center wavelength of each channel in the band con-psk at 600 nm) to"D.
sidered. The effect of the finite channel width is ignored. Bandwidth.—SIM is expected to have a wavelength range
4. Finally, we account for the photon noise contribution to ¢ 400-900 nm, with a resolution @6 nm. We specify the
the errors. This is done by simulating the fringe visibility mea- pandwidth used for each example presented here.
surement as described in'Bar & Allen (1999). In brief, the Pointing accuracy.—On a bright source, where the star
delay line is stepped through four different values of delay trackers can be used to guide the instrument, the pointing ac-
around the white-light or zero—path-length difference setting. cyracy is expected to be of the order of 10 mas. This is the
The photon counts in each of the four delay bins for each accyracy to which a given pointing can be repeated. The jitter
channel are then used to calculate the fringe visibility. This on any individual pointing will be less than this value. For a
procedure is simulated for typical bandwidths and integration faint source, the instrument will make use of information from
times and the counts in each bin modified according to Poissonthe guide interferometers to maintain pointing. In this case, the

statistics to account for the photon noise. To obtain estimatesyccyracy for revisiting the field is expected to-420 mas. We

5. The preceding steps allow us to “measure” the fringe
phase corrupted by both confusion from other objects in the
FOV and photon noise. To arrive at the fringe phase, we Fourier In the case of the M31 field, we performed the simulations
transform the simulated FOV and pick out the phase of the using a range of likely values for some of the crucial design
Fourier component corresponding to the baseline used (10 m)parameters foBM that are either not yet fully specified or are
6. To calculate the rms error in the measured position of a likely to vary depending on the observation strategy chosen.
target star, we determine the fringe phase of the target star,These include the bandwidth, the field stop size, and the point-

The important instrument parameters that we assume for the
simulations are:
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ing accuracy, and we have attempted to establish the trends irflattens out at this magnitude, indicating that the flux contri-
astrometry error for different values of these. In the case of bution from fainter stars is negligible.
the LMC and Galactic bulge fields, we show results for a given  For this field as well as all other simulations described in

set of the most probable values for these parameters. this paper, we have investigated the error in both position and
proper motion. Two important parameters that influence the
4. RESULTS FOR M31 magnitude of these errors are the extent of the FOV and the

) ) _ effective bandwidth used. We have varied these parameters to
We used archivaHST images (Program ID 5971, PI: R. E. 43,96 their influence on the accuracy of astrometric measure-
Griffiths) of a region of the M31 disk taken with the WFPC2  jents withsIM. This will be relevant for both th&iM design
through the F606W filter (mean wavelengt84 nm) to mod- and observing strategies adopted.

el the background seen M. We have chosen this field

(Figs. 2 and 3) to. be located in the disk of the galaxy in an , 5 position Error

area where a typical astrometry measurement for measuring

“rotational parallax’ might be carried out. Measuring the dis-  We briefly describe here the results of our simulation on the
tance to M31 using this method is an idea that dates back toM31 field to gauge position error (see Table 1). Here and in
the beginning of the century. It involves obtaining the proper the following sections, we quote errors for the assumed baseline
motions of individual stars in the disk at several locations. of 10 m and wavelength of 600 nm. The target star in our
When combined with radial velocity measurements, this yields simulation is at the phase center and in the absence of noise
an independent estimate of the distance to the galaxy, as welshould have a measured fringe phase of zero. For a bandwidth
as its rotation curve and inclination to the line of sight. For of 400 nm (from 500 to 900 nm) and a field stop size §f 1
the first time, SM will provide the necessary precision to the rms deviation from this value because of background
achieve these remarkable goals. The required accuracy ofources alone (no photon noise) is of the order ofy/&3 for
proper motion is of the order ofgas yr * for stars of magnitude @ target star ofn, = 16 and is a measure of the position error.
m, = 16 in the M31 disk (Olling & Peterson 2000), which is A narrowband (12 nm) case shows a significant increase in the
within reach of the sensitivity limits specified for the mission POsition error since the bandwidth decorrelation is now much
(Allen, Peterson, & Shao 1997)However, in the case of reduced (the delay beam is now much broader) and a larger
crowded fields, the effect of confusion needs to be studied in Number of confusing sources contribute to the error phasor. The

detail and will have an important role in defining the actual humber of contributing sources is now limited by the size of
limits of astrometric precision. the field stop. We find that the error is reduced by a factor of

2 when the field stop size is decreased 18.0n some trials,

the (weighted) FOV includes sources that are of comparable

4.1. Source Model magnitude to the target and lead to comparatively large errors.
The image is from co-added multiple exposures and has aldentifying these outliers through fringe-fitting (Dalal & Griest

net exposure time of 5600 s. It has been subjected to the pipelin€2001 discuss fringe-fitting for some specific examples of LMC

calibration procedure. The multiple exposures have been usedields) or avoiding such fields through preselection can cause

to remove cosmic-ray events. The resolution-@1 pixel™. the error to be reduced by a factor of 3 or more as discussed

Each of the three WFPC2 chips cover80’ of the sky. in more detail in the following section. The errors scale ap-
To model the FOV atSIM resolution (step 1 of previous proximately as the inverse of the flux ratio (see Fig. 7), in

section), we use the LF for the solar neighborhood from Yoshii agreement with the analytic expression for confusion error in

et al. (1987). This LF has been extrapolated at the high-§ 2. It is evident from Table 1 that position errors are quite

luminosity end to an absolute magnitudé lfand) of —8.5. significant when compared to the requirgld/l accuracies for

The linear extrapolation uses a logarithmic slope-5.4, all except the very brightest targets.

which is consistent with the measured slope of the LF in the

relevant magnitude range in M31 (Hodge, Lee, & Mateo 1988). 4.3. Proper-Motion Error

The high-end limit corresponds to an apparent magnitude of The results for the proper-motion error are also summarized

16 at the distance to M31 (distance modulus of 24.5; Stanek.

& Garnavich 1998), which is the proposed typical magnitude n Tablg 1. Figure 4 shows the proper—monon error for a range
. . of pointing offsets for a 16th magnitude target star. These are
of a target star for the rotational parallax observations. For the

low-luminosity limit, we use an absoluté¢ magnitude of 6.0 estimated as described § 2 (step 7) by taking the atdard
(m, = 30.5, which i’s well below the expecte@M sensitivitgl deviation of the change in phase for a given pointing offset over

limit of m, = 20.0 (Allen et al. 1997). The integrated flux a.numper of randomly picked Iocatlon.s on HET image. The
simulations do not include photon noise, and the error is from

confusing sources alone. Figure 4 is for a bandwidth of 400 nm
5 For SM science requirements, see also the report of Sté Science (from 500 to 900 nm), which covers most of tBE8V spectral
Working Group at http://sim.jpl.nasa.gov/library/technical_papers.html. range, and the field stop is a square of sitleHere the large
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Fic. 2.—Digitized Sky Survey image of M313( x 30 ). A typical location chosen for our simulations is marked.

bandwidth decorrelation effect dominates in deciding the effec- have increased by a factor efL0, still small compared with
tive FOV and the confusion. The value for proper-motion error the sensitivity required. The error increases since the bandwidth
at 01 pointing offset is-0.006uas. This is negligible compared  decorrelation is reduced and more sources contribute to the
with the specified instrument accuracy~df pas and the required  confusion. Since the delay beam does not dominate (unlike in
proper-motion accuracy of5 pas for the rotational parallax the broadband case) in limiting the extent of the effective FOV,
experiment (Olling & Peterson 2000). Figuret&igngles) is for the weighting function derived from the Airy disk and field

a bandwidth of 12 nm (694—712 nm). The proper-motion errors stop size (step 5 in § 2) may play a role in the magnitude of
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Fi6. 3.—WFPC2 image of the location in the M31 disk shown in Fig. 2, approximately the north of the nucleus (F606W filter70’" x 70" with 071 pixel™?).
Several stars of, = 16 have been introduced to help gauge the relative background surface brightness.

the confusion error. In Figure 5, we also show the results when proper-motion errors since most of the position error is com-

the field stop size is decreased tt80We do not find a sig-
nificant change in the proper-motion error. This is different

mon between visits and therefore cancels out. However, if the
target flux were to change between visits, the position errors

from the position error, which did decrease with stop size. The (which scale inversely as the target flux) would not cancel out
field stop size therefore can be chosen to maximize the through-and would indeed cause proper-motion errors. A typical ex-
put because confusion is unlikely to play a role in this design ample would be a proper-motion measurement for a microlen-

criterion.
The large position errors in Table 1 do not result in large

TABLE 1
SUMMARY OF RESULTS FOR M31

PROPER-MOTION

PosiTioN ERROR ERRrROR
FieLD (nas) (nas)
BANDWIDTH STOP
(nhm) (arcsec) M =16 m =19 m =16 m =19
400 ........ 1.0 0.7 9.9 0.01 0.1
12 .l 1.0 3.2 53.1 0.06 0.9
12 ... 0.3 1.9 30.0 0.05 0.8

Note.—The proper-motion errors are for a pointing offset 69D, the
value adopted as the nominal pointing error for 881 siderostats. The
phase errors in radians have been converted to angle in the sky using a
baseline of 10 m, for a central wavelength of 600 nm. No photon noise
is included. Note that the errors scale inversely with target flux.

sing event, where the brightness of the lensed object can easily
change by 1 mag or more. For a 19th magnitude target in the
LMC, the position error is<3 pas (8 5). If the target dims to
20th magnitude on a subsequent visit, the position error scales
to=7.5uas. The difference or “proper motion” measured would
therefore be 4.pas from this effect alone. In comparison, the
typical signal in such experiments would be only a few micro-
arcseconds. We note the serious nature of this problem here
and hope to address possible remedies in a future publication.
Figure 6 shows a histogram of the error in proper motion
measured with a 10 m baseline for a 16th magnitude target
star as the FOV is offset by.01 (the pointing error) at 100
random locations in thElST image. The histogram has a central
peak and some outliers. These large deviations in phase are a
result of background stars of comparable magnitude to the
target in some of the locations, and these contribute signifi-
cantly to the standard deviation of the samples and hence to
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Fic. 4.—Proper-motion error due to confusion vs. pointing offset for the Fic. 6.—Histogram of the error in proper motion for the M31 field for 100
M31 field, for anm, = 16 target star. The bandwidth used is 400 nm, and trials using a pointing offset of”01, with other parameters the same as in
field stop size is 1 The pointing accuracy fo8M is expected to be-0’01. Fig. 4. The width of the distribution is a measure of the proper-motion error.
The proper-motion error for other values of target brightness can be obtainedThe Gaussian fit to the central peak is shown.
by scaling inversely as the target flux.

19 to demonstrate this. In addition, Figure 7 shows the scaling
of both astrometry and proper-motion errors with the inverse
flux ratio, normalized to the value for a target stampf= 16

the error estimates. It is likely that careful selectionSbif
target fields will avoid this problem. We show in Figure 6 a
Gaussian fit to.the central peak of the d|§tr|but|on to estimate and a bandwidth of 400 nm. The scaling is approximately linear
the proper-motion error (the of the Gaussian). All values for

both i d i listed in thi until the target flux drops by a factor 6fl5 (m, = 19). The
0h position and proper-motion €rrors Tisted I thiS Paper are gy, 1ations show that as the target flux drops beyond this val-

derived in this fashion. The directly computed standard devi- Ue the confusion error starts to flatten out as the “noise cloud”

at|o_n Is a factor 3-5 greate_r than these values_because of thlfFig. 1) starts to be of comparable amplitude to the target phasor

outller_s. However: the scalmg. of the errors with target star itself. In this limit, the linear scaling law is no longer applicable.

magnitudes or pointing errors is not affected. Figure 8 shows the scaling of the proper-motion error with mag-
, , nitude for the 12 nm bandwidth case. The scaling is shown for

4.4. Scaling with Target Flux field stop sizes of "D and 03. Here also the scal?ng is linear

From equation (2), both the position and proper-motion er- for moderate flux ratios.
rors are expected to scale inversely with target brightness. In
Table 1 we show the error values for targetsmf= 16 and

20 T T T T i

0.50 T T T T

0O-0.3" field stop
0.40

A=1.0" field stop

0.30

confusion error ratio

O-proper motion

0.20

A—position

proper motion error {4 arcsec)

=
L B e I A

0.10

0 S S S S SR
10 15
flux(V mag = 18)/target flux

=]
o
o
o

R e R R R R R RN R R

0.00 s s s | . . L L . . . L
0.00 0.02 0.04 0.06
pointing error (arcsec)

2 Liccn b e b b
o
o

Fic. 7.—Scaling of confusion errors with target flux (broadband). The
squares show the proper-motion error ratio (normalized to that for a target
Fic. 5.—Proper-motion error for the M31 field, with parameters the same with m, = 16), and the triangles are for position error. Both errors scale in-
as in Fig. 4 except for the bandwidth, which is now 12 nm. versely as the flux. The bandwidth used is 400 nm, and field stop siZe is 1
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Fic. 8.—Scaling of confusion errors with target flux (narrowband). The Fic. 9.—Histogram of proper-motion errors with photon noise included. All
triangles show the proper-motion error for a bandwidth of 12 nm and field other parameters are the same as in Fig. 4. The Gaussian fit shownshas a
stop size of 1 The squares are for a stop size ¢80 of 2.0 uas. Clearly, photon noise dominates over confusion (cf. Fig. 6) for this

case.

4.5. Photon Noise

We show in Figure 9 the proper-motion error histogram from
a simulation with photon noise contribution included. The input
parameters are the same as in Figure 6 (which does not have
photon noise), with an integration time of 1 hr. The photon 4.6. Some Approximations

noise clearly dominates the error in measured phase and is @ Before presenting the results for the other fields, we discuss
few hundred times larger than the confusion-induced proper- some important approximations assumed in the simulations and
motion error. For the case shown, the measured phase distripossime consequences.

bution has a of ~0.001 rad, which implies an error in the In principle, the estimates of noise from confusing sources
measured proper motion 6f2.0 pas (as in all cases, this is could be affected by the photon noise in tH&T image we

for a baseline of 10 m and central wavelength 600 nm). The yse to model &8M FOV. Since we attribute all the flux to
size of the field stop plays a role in the photon noise contri- point sources, photon noise—induced variations can introduce
bution. A stop of diameter”lallows 80%—-90% of the target  fa|se structure into the simulation. However, the typical pixel-
flux through for the 500-900 nm wavelength range and a to-pixel variance measured in the deep exposure images of the
30 cm aperture. Further increase of the stop size will increasep31 disk that we use are 8—9 times larger than expected from
the background flux level without adding significantly to the pojsson fluctuations of the photon counts, so the structure in
source ﬂUX, al’ld the fringe V|S|b|||ty iS I’educed. Th|S direCtly the image is real. The formal errors 61 on the Gaussian fits

as the square root of the flux, the position error can be dom-
inated by confusion for weaker targets.

increases the phase error as (with statistical weighting for the bin counts) to the phase de-
viations are~10%. The formal errors are consistent with the

6, = C variations between different runs of the simulation. We there-

™ 27VUN fore take this value as the error in our estimates for confusion

noise. We note that eliminating fields with bright background

whereC is a constantN the photon number, and the fringe sources can systematically reduce the error.
visibility (Shao & Staelin 1977). However, for the cases we  We model the position offset (caused by pointing errors) to
have studied, the target flux is high enough that the backgroundbe perpendicular to the orientation of the delay beam on the
contributes only a small fraction of the overall flux, and hence sky, in order fully to gauge the effect of the bandwidth on the
this effect is well below the statistical errors in our simulations. confusion error. For the wideband (400 nm) case, this is likely

The magnitude of the error in the measured absolute positionto give larger estimates for the confusion than in the actual
of the target from photon noise is similar to that in the above case of pointing offsets in random directions. For the narrow
case. Hence, itis clear that the confusion-induced position errorband, the bandwidth decorrelation has minimal effect irre-
(see Table 1) is of comparable magnitude to the photon noisespective of the adopted direction for pointing offsets.
error for the brightest targets in M31. Since confusion error  The only instrumental errors we have considered for this
scales inversely as the flux and the photon noise scales inverselanalysis are pointing imperfections. In the absence of detailed
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information of other systematic errors, we currently believe
that pointing is indeed the major factor for confusion issues.

5. RESULTS FOR THE LMC AND i
THE GALACTIC BULGE ol |

The magnitude of confusion errors 8M astrometric mea-
surements is clearly affected by many factors. For example,
the distance to the target field and the structure of the back-
ground play important roles. For this reason, it is difficult to 5 =
extend the M31 results to other fields in any simple fashion. i ]
To gauge the effect of distance to the target field on the con- r

No: of trials

fusion problem, we carried out simulations on typical fields in | H”H ﬂ H |
the LMC and our own Galaxy. Together, these three casesform o[ [l [ . [l JIIT. . [T IO
a fairly representative sample of distance, surface brightness, ¢ 02 oper motion srror (s arcsee) o

and the degree of crowding for most targets t8ad is likely
to observe. Hen.ce’ these results are useful in es_tlmatlng the Fic. 10.—Histogram of proper-motion error from confusion for the LMC
extent of confusion for mos#iM programs. The main results  fi|y. compared with Fig. 6 (M31 field), the width of the distribution is narrow,
are described below for comparison with the M31 results. indicating negligible confusion error. The outliers occur when a comparatively
Fields in both the LMC and the Galaxy will be observed by bright source other than the target is present in the FOV.
SM for a variety of reasons. For example, the fields we have
chosen are typical candidates for microlensing events. The lensbackground stars of comparable magnitude to the target inside
ing event causes a shift in position of the centroid of the lensedthe FOV. Since the target magnitude mof = 19 M, (= 0.5
star. This shift along with the measured light curve can be usedfor a distance modulus of 18.5 for the LMC; Madore & Freed-
to obtain distances to the lensing and lensed object as well asnan 1998) is much weaker than for the M31 case, the relative
the mass of the lens. These experiments try to detect a relativestrength of the background sources within the FOV is higher,
change in position of the target star over repeated visits to theresulting in large deviations of the measured phase. Such fields
field. The presence of other sources in the FOV, coupled with should be easy to identify, and this effect can be accounted for
pointing inaccuracies, causes proper-motion error. For both the(e.g., with fringe-fitting methods) to reduce the error. If we
LMC and bulge microlensing events, the predicted centroid neglect the outliers in the histogram, the proper-motion error
shift is of the order of a few microarcseconds. In both cases, is negligible (0.02—-0.03:as). The position error for this case
we have adopted ¥ magnitude of 19 for the target star. Since is ~3 pas. As described in § 4, this could be of significance
this is a fairly weak target (the8M sensitivity limit is in the proper-motion measurement if the target were to vary
~m, = 20), the experiment will aim to maximize the signal in flux.
from the target. We therefore use a wide band (400 nm) and For the Galactic bulge, we have usedH@T PC image (Pro-
a field stop size of "Lfor these simulations. Here we aim to gram ID 7437, PI: D. Bennet), taken with the F555W filter (
estimate the confusion noise alone and do not include the pho-band) and a short exposure time of 40 s. In this case, photon
ton noise contribution. We have already demonstrated that, evemoise in theHST image could affect the simulated background.
in one of the more extreme cases of crowding (the M31 disk), To minimize this, we have used only thobtST pixels with
photon noise is larger than the confusion-induced position errorcounts more than twice the rms noise level in the image. The
and dominates the proper-motion error for a 1 hr integration. LF used has limiting absolute magnitudes of 3.5 and 15.5. The
Hence, the photon noise contribution to astrometry errors in target star has an apparent magnitude of 19 (the distance modulus
the LMC and the Galaxy (or indeed any other field) can be used here is 14.6; Alves 2000). Other parameters are the same
scaled from that result using the total flux and standard Poissonas in the LMC case. Figure 11 shows the proper-motion error
statistics, neglecting the contribution from confusion. histogram. Here also, except for instances of clear outliers, the
Figure 10 shows the proper-motion error histogram for the proper-motion error is negligible and of the order of 0.0@3.
case of the LMC field and a pointing error of0d. TheHST The position error in this case €0.2 pas.
image (Program ID 5901, PI: K. Cook) used here is from the 6. SUMMARY
Planetary Camera (PC), with the F814W filtérband) and ’
500 s exposure time. We use the same LF to populate the We have estimated the error in measured position and proper
simulatedSM FOV as in the previous case, with upper and motion arising from sources other than the target in $hd
lower limits of M, = —1.0 and 15, respectively. The histogram FOV and the dependence of this error on parameters such as
clearly shows that the proper-motion error has large excursionspointing accuracy and target flux. We have also discussed the
from zero for a few trials. As in the M31 case, this is due to effect of the bandwidth and field stop size on this error.
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motion error is not a significant source of error even for targets
close to the sensitivity limits specified f&8M (when using most
of the available bandwidth). However, the fringe phase can be
corrupted by the occasional strong source within the FOV. For
the case of variable targets, the confusion-induced position off-
sets will not be the same between visits and hence will not
cancel out in a proper-motion measurement. This could lead
to large proper-motion errors, comparable to the position errors
themselves.
| For both position and proper-motion errors, significant re-
. ductions can be obtained by selecting fields without other ob-
1 jects of comparable brightness, identifying and removing the
8 contribution to the fringe phase from such objects, and using
R 1 . o A 1 . all the available bandwidth for estimating the fringe phase.
—0.62 roper mot‘_ofg?{or(# aresec) 0.02 0.04 The field stop size plays only a minor role for position errors
in the wideband case since the narrow delay beam essentially
Fic. 11.—Same as Fig. 10 but for a Galactic bulge field. As in the LMC !|m|ts the_ FO_V' For the ngrrOWband Cf“se' there I.S a .decrease
field, the distribution is quite narrow except for a number of outliers. in confusion-induced position errors with decreasing field stop
size. However, these errors are still within tolerable limits for
bright sources for a field stop as large ds A field stop of
The error in position of the target star because of backgroundthis size also maximizes throughput from the source without
sources is of the order ofilas for the M31 disk for the brightest  including too many background photons (in any case, for our
possible targets. The error increases linearly with decreasingsample fields the photon noise contribution from the back-
target flux. As is evident from Table 1, the position error is ground is small). We find that confusion-induced proper-motion
considerable for the narrowband case and is quite significanterrors are largely insensitive to field stop size.
for weaker targets in M31. The same holds for the LMC and  The contribution from confusion to proper-motion errors is
Galactic bulge as well. in most cases much less than that from photon noise for an
Errors in proper motion are much smaller than the absolute integration time of 1 hr. The position errors from confusion,
position errors. This is because proper motion is essentially ahowever, are of comparable magnitude to the photon noise and
relative measurement, and most of the confusion-induced posi-can even dominate for some cases.
tion offset tends to cancel out between successive visits to the
target. For the case of a target star of apparent magnitude
m, = 16 in the M31 disk, the proper-motion error is a small We thank Ken Freeman, Dean Peterson, Steve Unwin, Roe-
fraction of the required sensitivity for reasonable values of the land van der Marel, and Neal Dalal for discussions and sug-
relevant parameters. The target here is among the intrinsicallygestions. Rosa Gonzalez and Kailash Sahu helped us by pro-
brightest M, = —8.5) known stars. We show that the confusion- viding access to and information about tH8T archival images
induced errors scale inversely as target flux, and the proper-used in the simulations. The work described here was carried
motion error can be significant for weaker targets in M31. For out at STScl with financial support from ti8M project at the
the LMC and Galactic bulge, the confusion-induced proper- Jet Propulsion Laboratory.
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